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Abstract. It is proved that elliptic boundary value problems in divergence

form can be written in many equivalent forms. This is used to prove regu-

larity properties and maximum principles for problems with Robin boundary

conditions with negative or indefinite boundary coefficient on Lipschitz do-

mains by rewriting them as a problem with positive coefficient. It is also shown

that such methods cannot be applied to domains with an outward pointing

cusp. Applications to the regularity of the harmonic Steklov eigenfunctions

on Lipschitz domains are given.
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1. Introduction

Consider the elliptic boundary value problem

Au = f in Ω,

Bu = 0 on ∂Ω
(1.1)

on a bounded open set Ω ⊂ R
N , where A is a strongly elliptic operator in diver-

gence form with real bounded and measurable coefficients. We mostly assume that
B is a boundary operator of Robin type

∂u

∂νA
+ b0u,

but also work with mixed or Dirichlet boundary conditions. Here νA is the co-
normal associated with A (see Section 2 for a precise definition) with b0 possibly
changing sign or negative. In most papers, b0 is assumed to be non-negative. In
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many situations this is a natural assumption, but quite often it is made because
many methods fail for negative or indefinite b0.

We show how to rewrite (1.1) in many equivalent forms. The key consequence
is that every problem on a Lipschitz domain with Robin boundary conditions can
be written in a form such that the new boundary coefficient b0 is non-negative. At
the same time we preserve the structure of the operators (A,B). This shows that,
on a Lipschitz domain, all well known results for b0 ≥ 0 apply to the case with neg-
ative or indefinite boundary coefficients b0. This includes the Lp-regularity theory
from [11], maximum principles and inverse positivity as well as properties of eigen-
values and eigenfunctions. In particular we get a very simple and elementary proof
and generalisation of the maximum principle in [2, Section 6]. Similar arguments
can be applied to parabolic problems associated with (1.1) such as those in [4,10].
By giving a simple example we show that the construction we make is not possible
by any means for domains with an outwards pointing cusp (see Example 3.4).

We further apply the theory to show that the harmonic Steklov eigenfunc-
tions as used for instance in [5,6] are continuous up to the boundary on Lipschitz
domains. We conclude the paper by some remarks on the validity of the maximum
principle for Dirichlet problems for operators A of general structure.

2. Equivalent boundary value problems

The purpose of this section is to show how an elliptic operator and the correspond-
ing boundary operator of Dirichlet or Neumann type can be written in equivalent
forms. We assume that A is given by

Au = − div
(

A0∇u+ au
)

+ b · ∇u+ c0u (2.1)

on some open set Ω ⊂ R
N with A0 ∈ L∞(Ω,RN×N ), a, b ∈ L∞(Ω,RN ) and

c0 ∈ L∞(Ω). We also assume that there exists α0 > 0 such that

Re ξTA0(x)ξ ≥ α0|ξ|2 (2.2)

for all ξ ∈ C
N and almost all x ∈ Ω. We further assume that ∂Ω is the disjoint

union of the open and closed subsets Γ0 and Γ1 of ∂Ω. To make sure there is an
outward pointing unit normal ν at almost every point on Γ1 we suppose that Γ1

is Lipschitz. As usual we call the expression

∂

∂νA
u := (A0∇u+ au) · ν

the co-normal derivative of u associated with A. We define B on ∂Ω by

Bu :=







0 on Γ0,
∂u

∂νA
+ b0u on Γ1,

(2.3)

where b0 ∈ L∞(Γ1). We are concerned with weak solutions of (1.1). We let

H1
Γ1
(Ω)
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be the closure of C∞
c (Ω ∪ Γ1) in H

1(Ω). We define weak solutions as follows.

Definition 2.1. We call the map a(· , ·) : H1
Γ1
(Ω)×H1

Γ1
(Ω) → R given by

a(u, v) :=

∫

Ω

(A0∇u+ au) · ∇v dx+

∫

Ω

(b · ∇u+ c0u)v dx+

∫

Γ1

b0uv dσ

the form associated with (A,B). Moreover, a function u ∈ H1
Γ1
(Ω) is called a weak

solution of (1.1) if

a(u, v) = 〈f, v〉 :=
∫

Ω

fv dx (2.4)

for all v ∈ H1
Γ1
(Ω).

Every sufficiently smooth solution is a weak solution. The idea is to multiply
the first equation in (1.1) by a function v ∈ C1(Ω) with v = 0 on Γ0. Using the
divergence theorem and the boundary conditions (2.4) follows.

Given a vector field d ∈W 1
∞(Ω,RN ) we define operators (Ad,Bd) by setting

Adu := − div
(

A0∇u+ (a+ d)u
)

+ (b+ d) · ∇u+ (c0 + div d)u

and

Bdu :=







0 on Γ0,
∂u

∂νAd

+ (b0 − d · ν)u on Γ1.

Note that the operators (Ad,Bd) have the same structure as (A,B). Our key
observation is the following theorem.

Theorem 2.2. Suppose that d ∈W 1
∞(Ω,RN ). Then u ∈ H1

Γ1
(Ω) is a weak solution

of (1.1) if and only if u is a weak solution of

Adu = f in Ω,

Bdu = 0 on ∂Ω.
(2.5)

Moreover, the forms associated with (Ad,Bd) and (A,B) are the same, that is,

a(u, v) = ad(u, v) :=

∫

Ω

(

A0∇u+ (a+ d)u
)

· ∇v dx

+

∫

Ω

(

(b+ d) · ∇u+ (c0 + div d)u
)

v dx+

∫

Γ1

(b0 − d · ν)uv dσ

for all u, v ∈ H1
Γ1
(Ω).

Proof. Clearly ad(· , ·) is the form associated with (Ad,Bd), so we only need to
prove that a(u, v) = ad(u, v) for all u, v ∈ H1

Γ1
(Ω). Rearranging terms we get

ad(u, v)− a(u, v) =

∫

Ω

d · (u∇v + v∇u) + (div d)uv dx−
∫

Γ1

(d · ν)uv dσ,

so we need to show that the right hand side of the above equation is zero. By the
product rule for Sobolev functions (see [14, Section 4.2.2])

div(duv) = (div d)uv + d · (u∇v + v∇u).
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If v ∈ C1
c (Ω ∪ Γ1), then the divergence theorem for Lipschitz domains (see [14,

Section 4.3]) implies that
∫

Ω

div(duv) dx =

∫

Γ1

(d · ν)uv dσ =

∫

Ω

d · (u∇v + v∇u) + (div d)uv dx.

By the density of C1
c (Ω ∪ Γ1) in H

1
Γ1
(Ω) and the continuity of the trace operator

from H1
Γ1
(Ω) into L2(Γ1), the above identity holds for v ∈ H1

Γ1
(Ω). This completes

the proof of the theorem. �

Remark 2.3. Note that the arguments in the above proof work for every domain
admitting the divergence theorem, not just Lipschitz domains.

We next get some properties of the form associated with (A,B). They are
well known, but for completeness we include the short proof.

Proposition 2.4. If b0 ≥ 0, then a(· , ·) : H1
Γ1
(Ω)×H1

Γ1
(Ω) → R is bounded, and

a(u, u) + λ‖u‖22 ≥ α0

2
‖∇u‖22 (2.6)

for all u ∈ H1
Γ1
(Ω) and all

λ ≥ λ0 :=
‖a+ b‖2∞

2α0
+ ‖c−0 ‖∞.

Proof. To get the boundedness we use the trace inequality (see [19, Théorème 4.2]
or [14, Section 4.3]) to estimate the boundary term. For (2.6) we use the ellipticity
condition (2.2) and the estimate

α0‖∇u‖22 ≤ a(u, u)−
∫

Ω

(a+ b) · u∇u− c−0 u
2 dx

≤ a(u, u) + ‖a+ b‖∞‖u‖2‖∇u‖2 + ‖c−0 ‖∞‖u‖22

≤ a(u, u) +
α0

2
‖∇u‖22 +

(‖a+ b‖2∞
2α0

+ ‖c−0 ‖∞
)

‖u‖22.

In the first inequality we used that b0 ≥ 0 and the last follows from the elementary
inequality ξη ≤ (ξ2 + η2)/2 for all ξ, η ≥ 0. �

In the above proof it is essential to assume that b0 ≥ 0 if Γ1 6= ∅. However,
if there exists a vector field d as in Theorem 2.2 such that b0 − d · ν ≥ 0, then the
above result still applies.

Corollary 2.5. Suppose that b0 ∈ L∞(Γ1) and that there exists d ∈ W 1
∞(Ω,RN )

such that b0 − d · ν ≥ 0 almost everywhere on Γ1. Then (2.6) holds for all

λ ≥ λd :=
‖a+ b+ 2d‖2∞

2α0
+ ‖(c0 + div d)−‖∞. (2.7)

Proof. By Theorem 2.2 we have a(u, u) = ad(u, u) and therefore the assertion of
the corollary follows by applying Proposition 2.4 to the form ad(u, u). �
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In Section 3 we show the existence of a vector field d as required above.
Before doing so we state some consequences. Let A ∈ L

(

HΓ1
(Ω), (HΓ1

(Ω))′
)

be
the operator induced by the form a(· , ·), that is, A is given by

〈Au, v〉 := a(u, v)

for all u, v ∈ HΓ1
(Ω). We get the following facts on the resolvent set of A considered

as a closed operator on L2(Ω).

Theorem 2.6. Suppose that b0 ∈ L∞(Γ1) is arbitrary and that there exists d ∈
W 1

∞(Ω,RN ) such that b0 − d · ν ≥ 0 almost everywhere on Γ1. Then (λd,∞) ⊂
̺(−A), where λd is defined by (2.7). Moreover, A has compact resolvent as an

operator on L2(Ω).

Proof. The first assertion follows from Corollary 2.5 together with the Lax-Milgram
Theorem (see [13, Section VI.3.2.5]). Since Γ1 is Lipschitz, Rellich’s Theorem guar-
antees that the embedding HΓ1

(Ω) →֒ L2(Ω) is compact. Hence the resolvent
(λI +A)−1 is compact as an operator on L2(Ω). �

Remark 2.7. Depending on the vector field d we choose in the above theorem we
get different upper bounds for the principal eigenvalue λ1 of −A. More precisely

λ1 ≤ inf λd,

where the infimum is taken over all d ∈ W 1
∞(Ω,RN ) with b0 − d · ν ≥ 0 almost

everywhere on Γ1.

3. Inverse positivity and maximum principles for Robin problems

In this section we extend the maximum principle and inverse positivity property of
the resolvent of Robin problems with no conditions on the sign of b0 from Amann
[2, Section 6] to a larger class of domains and operators. The idea is to construct
an equivalent problem, where the new b0 is positive. In [2] and also by an improved
method in [3, Appendix B] this is achieved by an extension of boundary values. We
use a different idea. Given operators (A,B), we construct a vector field d supported
near Γ1 such that b0−d ·ν > 0, and then apply the usual weak maximum principle.
Throughout this section we use the setup and the assumptions from Section 2. We
consider solutions of the differential inequality

Au+ λu ≥ 0 in Ω,

Bu ≥ 0 on ∂Ω.
(3.1)

These inequalities are to be understood in the weak sense, namely that

a(u, v) + λ〈u, v〉 ≥ 0

for all v ∈ H1
Γ1
(Ω) non-negative. We now state our main theorem of this section.
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Theorem 3.1. Suppose that Ω satisfies the assumptions stated in the previous sec-

tion and that b0 ∈ L∞(Γ1). Then there exists λ∗ ≥ 0 such that if λ > λ∗ and

u ∈ H1
Γ1
(Ω) satisfy (3.1), then u ≥ 0. Moreover, if Ω is connected and u 6= 0,

then for every compact subset K of Ω there exists a constant cK > 0 such that

u(x) > cK for almost all x ∈ K. In particular u(x) > 0 for almost all x ∈ Ω.

Proof. Let Γ1 6= ∅. We show in Lemma 3.2 below that there exists a vector field
d ∈ C∞(Ω̄,RN ) such that d · ν ≥ 1 on Γ1. Hence there exists a constant β ≥ 0
such that b0 + βd · ν ≥ 0. We then use Corollary 2.5 asserting that (2.6) holds for
all

λ ≥ λ∗ :=
‖a+ b− 2βd‖2∞

2α0
+ ‖(c0 − β div d)−‖∞.

Also note that a(u+, u−) = a(u−, u+) = 0. Taking u− as a test function we
conclude from (2.6) and the assumptions that for λ > λ∗

(λ− λ∗)‖u−‖22 ≤ a(u−, u−) + λ‖u−‖22 = −a(u, u−)− λ〈u, u−〉 ≤ 0.

Hence u− = 0, proving that u ≥ 0. The latter argument also applies to the Dirichlet
problem since then (2.6) also holds in that case. Given that u ≥ 0 we can apply
the weak Harnack inequality. Let Br(x) denote a ball of radius r centred at x such
that B4r(x) ⊂ Ω. By [15, Theorem 8.18], there exists a constant cr > 0 such that

‖u‖L1(B2r(x)) ≤ cr ess-inf
y∈Br(x)

u(y). (3.2)

If u 6= 0, then there exists a set U ⊂ Ω of positive measure such that u > 0 on U .
Hence we can choose a ball B2r(x) such that ‖u‖L1(B2r(x)) > 0, so the above weak
Harnack inequality implies that u > 0 almost everywhere on Br(x). Hence the set

U := {x ∈ Ω: there exists r > 0 with B4r(x) ⊂ Ω and u > 0 on Br(x)}
is non-empty. As a union of open balls U is open. Furthermore, if we assume that
U 6= Ω, then by the connectedness of Ω there must exist some x ∈ ∂U ∩Ω. Hence
there exists r > 0 such that B4r(x) ⊂ Ω. Because u > 0 almost everywhere on
Br(x)∩U we have ‖u‖L1((B2r(x)) > 0 and so by the weak Harnack inequality u > 0
on Br(x). This shows that x ∈ U ∩ ∂U which is impossible since U is open. Hence
u(x) > 0 for almost all x ∈ Ω. If K ⊂ Ω is compact, then there exist xi ∈ K and
ri > 0 (i = 1, . . . , n) such that

⋃n
i=1Bri(xi) ⊃ K. Hence by (3.2) we get

ess-inf
x∈K

u(x) ≥ min
i=1,...,n

1

cri
‖u‖L1(B2ri

(xi)) =: cK > 0,

completing the proof of the theorem. �

The above theorem implies that parabolic problems with negative or indefi-
nite b0 admit a heat kernel which is strictly positive by applying the results in [10]
for instance. We finally establish the key lemma needed to prove Theorem 3.1.

Lemma 3.2. There exists a vector field d ∈ C∞(Ω̄,RN ) such that d · ν > 1 almost

everywhere on Γ1. Given any neighbourhood of Γ1, that vector field can be chosen

such that its support lies in that neighbourhood.
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Proof. For δ > 0 set Rδ := {x′ ∈ R
N−1 : |x′| < δ}. By assumption the boundary

Γ1 is Lipschitz. This means that for every point x0 ∈ Γ1 there exist an orthogonal
transformation T , constants ε, δ > 0 and a Lipschitz function ϕ : Rδ → R such
that

U := T−1
({

(x′, xN ) ∈ Rδ × R : |xN − ϕ(x′)| < ε
})

is a neighbourhood of x0 and

Ω ∩ U = T−1
({

(x′, xN ) ∈ Rδ × R : 0 < xN − ϕ(x′) < ε
})

.

By Rademacher’s theorem (see [14, Section 3.1.2]) and since ϕ is Lipschitz contin-
uous, the normal to T (Γ1) is given by

ν(x′, ϕ(x′)) =
(∇ϕ(x′),−1)

√

1 + |∇ϕ(x′)|2

for almost all x′ ∈ Rδ. If we define d0 := (0, . . . , 0,−1), then

d0 · ν(x′, ϕ(x′)) =
1

√

1 + |∇ϕ(x′)|2
.

If L is the Lipschitz constant for ϕ and x′ ∈ Rδ, then for every unit vector y′ ∈
R
N−1

|ϕ(x′)− ϕ(x′ + ty′)|
|t| ≤ L

for all t sufficiently small. Hence, |∂ϕ/∂xi(x′)| ≤ L for i = 1, . . . , N − 1 if t→ 0 at
every point x′ where ϕ is differentiable. Since this is the case almost everywhere

d0 · ν(x′, ϕ(x′)) =
1

√

1 + |∇ϕ(x′)|2
≥ 1√

1 +NL2

for almost all x ∈ Rδ. Since Γ1 is compact we can cover it by finitely many
open sets such as the above. Let Ti and ϕi be the corresponding maps and Ui =
T−1

({

(x′, xN ) ∈ Rδ×R : |xN −ϕ(x′)| < ε
})

, i = 1, . . . , n, the corresponding open
sets as constructed above. Now let ψi, i = 1, . . . , n, be a smooth partition of unity
subordinate to the covering (Ui) of Γ1. Define the vectors di := T−1

i d0. Then

d(x) :=

n
∑

i=1

diψi(x)

is in C∞(RN ). By the above and the orthogonality of Ti

d(x) · ν(x) =
n
∑

i=1

di · ν(x)ψi(x) ≥
n
∑

i=1

ψi(x)√
1 +NL2

=
1√

1 +NL2

for almost all x ∈ Γ1 if we let L be the maximal Lipschitz constant of ϕi, i =
1, . . . , n. We can use a cutoff function for Γ1 to make sure that d has support in a
given neighbourhood of Γ1. To complete the proof we replace d by d

√
1 +NL2. �
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Remark 3.3. Different approaches could be taken to obtain (2.6) for λ large enough.
Firstly, the compactness of the trace operator can be used as in [1] or [5, Corol-
lary 3.5]. Alternatively, u can be replaced by eψu for a suitable function ψ as
demonstrated in in [17, Section 2.1], at least if Ω is piecewise C1. A similar method
is used in [18, Proposition 3.4] for domains of class C2,α. Our method seems partic-
ularly simple and works for Lipschitz domains and general operators in divergence
form with bounded and measurable coefficients.

We finally show that it is impossible to construct a vector field d with the
properties in Lemma 3.2 for very simple domains which are not Lipschitz.

Example 3.4. We give an example that (2.6) and therefore Lemma 3.2 fails for
a bounded domain with an exponential outward pointing cusp with endpoint x0.
Note that such a domain admits the divergence (Gauss-Green) theorem. To see this
note that {x0} has capacity zero, so by the smoothness of the rest of the domain
{u|Ω : u ∈ C∞

c (RN )} is dense in H1(Ω). Since Ω has finite perimeter the Gauss-
Green theorem applies for smooth functions (see [14, Section 5.8]). By density of
the smooth functions in H1(Ω) the Gauss-Green formula holds for functions in
H1(Ω) as well. Hence Theorem 2.2 applies, but as we will show not Lemma 3.2.
Also, every u ∈ H1(Ω) has a unique trace in L2,loc(∂Ω \ {x0}), but there is no
trace inequality. More precisely, there is no constant c > 0 such that

‖u‖L2(∂Ω) ≤ c‖u‖H1(Ω) (3.3)

for all u ∈ H1(Ω). As shown in [11, Remark 3.5(f)], if b0 > β for some constant
β > 0, then we can work with the space

V := {u ∈ H1(Ω): u|∂Ω ∈ L2(Ω)}

with the norm ‖u‖V := (‖∇u‖22+‖u‖2L2(∂Ω))
1/2. The space V is a proper subspace

of H1(Ω) and the norm ‖·‖V is stronger than the usual H1-norm. On the other
hand, V is a dense subspace of H1(Ω) because {x0} is a set of capacity zero.

For the Robin problem we could try to work with V also in case of b0 < 0.
However, we show that then (2.6) cannot hold for a domain as the above. For
simplicity consider A := −∆. Let b0 ∈ L∞(∂Ω) with b0 ≤ −β < 0 for some
constant β > 0. If we assume that (2.6) holds for some λ > 0, then

0 ≤ ‖∇u‖22 + λ‖u‖22 − β‖u‖2L2(∂Ω)

for all u ∈ V . Rearranging we conclude that

‖u‖L2(∂Ω) ≤ β−1
(

‖∇u‖22 + λ‖u‖22
)

for all u ∈ V . As V is dense in H1(Ω) the above inequality holds for all u ∈ H1(Ω).
Hence a trace inequality of the form (3.3) is valid for all u ∈ H1(Ω). Since this
is a contradiction, (2.6) and the assertion of Lemma 3.2 cannot be true for very
simple non-smooth domains admitting the divergence theorem.
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4. Regularity properties for Robin and Steklov problems

Again suppose Ω and the operators (A,B) satisfy the assumptions from Section 2.
We consider the global regularity of solutions to the boundary value problem

Au+ λu = f in Ω,

Bu = 0 on ∂Ω,
(4.1)

with Γ1 6= ∅. As we saw in Theorem 2.2 and Lemma 3.2, we can assume without
loss of generality that there exists a constant β > 0 such that b0 ≥ β on Γ1. Since
Γ1 is Lipschitz continuous we get that

H1
Γ1
(Ω) →֒ L2N/(N−2)(Ω)

if N ≥ 3 and H1
Γ1
(Ω) →֒ Lq(Ω) for all q ∈ (1,∞) if N = 2. Considering the

resolvent R(λ,−A) for the above problem the first assertion of the following theo-
rem follows from [12] or [11]. We also generalise a result from [21, Section 3]. The
improvement is that we do not require b0 to be positive and bounded away from
zero, and allow p > N/2 rather than p > N . We do this by using results from this
paper to show that the solution of (4.1) is bounded and then apply results from
[21].

Theorem 4.1. Suppose Ω satisfies the assumptions stated in the previous section

with Γ1 6= ∅. Then R(λ,−A) ∈ L
(

Lp(Ω), Lm(p)(Ω)
)

for all λ ∈ ̺(−A), where

m(p) =







Np

N − 2p
if 1 < p < N/2,

∞ if p > N/2.

If Γ1 = ∂Ω, A = −∆ and p > N/2, then R(λ,−A) ∈ L
(

Lp(Ω), C(Ω̄)
)

for all

λ ∈ ̺(−A).
Proof. The first assertion is proved already. Hence assume that A = ∆ and that
f ∈ Lp(Ω) with p > N/2. Then by the first assertion u ∈ L∞(Ω) and also the
trace u|∂Ω ∈ L∞(∂Ω). Hence u solves the Neumann problem −∆u = −λu + f in
Ω and ∂u/∂ν = −b0u on ∂Ω. Moreover, since u is a weak solution we get

∫

Ω

∇u∇ϕdx =

∫

Ω

(−λu+ f)ϕdx−
∫

∂Ω

b0uϕdσ

for all ϕ ∈ C1(Ω̄). Setting ϕ = 1 we get

0 =

∫

Ω

(−λu+ f) dx+

∫

∂Ω

(−b0u) dσ

Setting g := −b0u ∈ L∞(∂Ω) we can now apply [21, Corollary 2.8], which is based
on [8, Theorem 5.3]), to conclude that u ∈ C(Ω̄). �

From the above we get regularity of eigenfunctions. Note that we know al-
ready from that Theorem 2.6 that the above problem has compact resolvent. Hence
the spectrum of −A consists of eigenvalues of finite algebraic multiplicity.
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Corollary 4.2. All eigenfunctions of

Au = λu in Ω,

Bu = 0 on ∂Ω,

are in L∞(Ω) ∩ Cµ(Ω) for some µ ∈ (0, 1). If A = −∆, then the eigenfunctions

are in C(Ω̄) ∩ C∞(Ω).

Proof. By [11, Corollary 5.5] the eigenfunctions are in L∞(Ω). Then the local
estimates from [15, Theorem 8.24] imply that the eigenfunctions are locally Hölder
continuous. The remaining assertion now follows from Theorem 4.1. �

We finally consider the regularity of the Steklov eigenfunctions on Lipschitz
domains. We call u 6= 0 a Steklov eigenfunction if there exists γ ∈ R such that

−∆u = 0 in Ω,

∂u

∂ν
= γu on ∂Ω.

(4.2)

On a Lipschitz domain such a problem has a sequence of eigenvalues 0 < γ1 ≤
γ2 ≤ · · · ≤ γn−1 ≤ γn → ∞ (see [5, 7]). The corresponding eigenfunctions are
solutions of −∆u = 0 with Robin boundary conditions

∂u

∂ν
− γu = 0.

Hence Corollary 4.2, together with the fact that harmonic functions are in C∞(Ω),
implies the following regularity properties for the Steklov eigenfunctions.

Corollary 4.3. Let Ω be a bounded Lipschitz domain. Then all Steklov eigenfunc-

tions of (4.2) lie in C∞(Ω) ∩ C(Ω̄).

Remark 4.4. Similar arguments apply to problems with Wentzell boundary con-
ditions, that is, eigenvalue problems of the form

−∆u = λu in Ω,

∆u+ β
∂u

∂ν
+ γu = 0 on ∂Ω.

(4.3)

As shown in [16] that problem can be rewritten as eigenvalue problem with Robin
boundary conditions in the form

∂u

∂ν
+
γ − λ

β
u = 0

on ∂Ω. Corollary 4.2 shows that every eigenfunction of (4.3) lies in C∞(Ω)∩C(Ω̄).
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5. A note on the maximum principle

Consider an operator of the form

Au = − div(A0∇u) + b · ∇u+ c0u

on a bounded (connected) domain with the same assumptions as in Section 2.
According to the weak maximum principle Au ≥ 0 and u ∈ H1

0 (Ω) imply that
u ≥ 0 in Ω if c0 ≥ 0 (see [15, Theorem 8.1]). Applying the same arguments as in
the proof of Theorem 3.1 we conclude that

R(λ,−A) := (λI +A)−1

is a compact, positive and irreducible operator for all λ ≥ 0 if A is the operator
associated with A and Dirichlet boundary conditions on L2(Ω). Then its dual

R(λ,−A′) :=
(

(λI +A)−1
)′
,

is compact, positive and irreducible. The dual operator on L2(Ω) is associated with

A♯u := − div(At0∇u+ bu) + c0u

with c0 ≥ 0. Hence also that operator satisfies a weak maximum principle. Note
that R(λ,−A) ≥ 0 implies that 0 ≥ λ1, where λ1 is the principal eigenvalue of A
and hence of A♯. This proves the following fact also observed in [9].

Proposition 5.1. Let A be as in (2.1) with c0 ≥ 0 and either a ≡ 0 or b ≡ 0. Then
[0,∞) ⊂ ̺(−A) and R(λ,−A) is compact, positive and irreducible for all λ ≥ 0.

We have seen that operators of the form

Au = − div(A0∇u) + b · ∇u and Au := − div(A0∇u+ au)

satisfy a maximum principle. We could ask whether or not this is also the case for

Au := − div(A0∇u+ au) + b · ∇u (5.1)

involving both types of first order terms. The answer is negative. We give an
example that an operator of the form (5.1) with Dirichlet boundary conditions
can have an arbitrary first eigenvalue even if c0 ≥ 0 is very large.

Example 5.2. Let d ∈ C∞(RN ) be a smooth vector field with div d = 1, for instance
d(x) = (x1, 0, . . . , 0) where x = (x1, . . . , xN ). By Theorem 2.2

−∆u+ λu = f in Ω

u = 0 on ∂Ω

and
− div(∇u− λdu)− λd · ∇u = f in Ω

u = 0 on ∂Ω

are equivalent problems. If λ1 is the first eigenvalue of the Dirichlet Laplacian with
eigenfunction u, then

− div(∇u− µdu)− µd · ∇u = (λ1 + µ)u.
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Hence for every µ ∈ R we find an operator of the form (5.1) with c0 = 0 such
that λ1 + µ is its first eigenvalue. Note however, the maximum principle as stated
in Theorem 3.1 only applies for λ larger than the first eigenvalue. Hence given an
operator of the general form (2.1), it is extremely difficult to say something about
its spectral bound and the validity of a maximum principle. In fact, the example
shows that it is really necessary to put additional conditions on the coefficients
a, b in A such as those in [15, Theorem 8.1] or [20] to obtain a maximum principle.
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[18] J. López-Gómez, Classifying smooth supersolutions for a general class of elliptic bound-

ary value problems, Adv. Differential Equations 8 (2003), no. 9, 1025–1042. MR1989288

(2005b:35054)
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